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Today's topics

• Automate & Managing you systems 
• Monitoring & Analysis
• LinuxOne specific tools
• “Debugging” network issues
• qcow2 handling & creating backups



Disclaimer

• Use & try at your own risk.
• Not every tool / script is supported by IBM.
• Please test the tools & tweaks on a lab. 

system before deploying to production 
system.

• Most tips will help you on other platforms, 
too.



Automate & managing you 
systems 

• Taking care of a few 
pets

• or having a zoo full of 
animals

• Usually make use of 
configuration and 
“setup” tools like 
– CHEF
– Puppet
– Rundeck
– OpenStack
– .. you name it



Fabric & Cuisine

• Fabric
– Fabric is a Pythontm (2.5-2.7) 

library and command-line 
tool for streamlining the use 
of SSH for application 
deployment or systems 
administration tasks.
http://www.fabfile.org/ 

• Cuisine
– Cuisine is a small set of 

functions that sit on top of 
Fabric, to abstract common 
administration operations such 
as file/dir operations, user/group 
creation, package 
install/upgrade, making it easier 
to write portable administration 
and deployment scripts.
https://github.com/sebastien/cui
sine

Both libraries are Python2 based.  
They don't need to be installed directly on KVM for LinuxONE 

or a managed guest system.

http://www.fabfile.org/
https://github.com/sebastien/cuisine
https://github.com/sebastien/cuisine


Fabric – What is ssh streamlining?
• Shell example

 $  ssh username@mymachine sudo yum update

• More complex-- still pretty easy..

 $ ssh username@mymachine sh -c “sudo yum install apache2 &&  \
sudo systemctl start httpd”

• Fabric example. 
– Create fabfile.py:
#!/usr/bin/python
from fabric.api import run
def setup:
run('sudo yum update')
run('sudo yum install apache2')
run('sudo systemctl start httpd')
run('sudo mkdir -p /var/www/mystuff && chown -R 
httpd:httpd /var/www/mystuff') 

– Execute in commandline.
$ fab -u username -H mymachine,myothermachine setup 



Cuisine – army knife on top of 
fabric

• Cuisine example inside Fabric:
– Create fabfile.py:
#!/usr/bin/python
import cuisine 

def setup:
with mode_sudo():
cuisine.select_package('yum')   # default is apt
cuisine.package_ensure('apache2')
cuisine.run('systemctl start httpd')
cuisine.dir_ensure('/var/www/mystuff',
                owner=httpd, group=htttpd,
                      recursive=True)

• Execute:
$ fab -u username -H mymachine,myothermachine setup 



Cuisine – Functional overview

• Text-processing 
• File & Directory 

handling
• Package management 
• Direct shell commands 
• User & Group 

commands 

• Examples:
– Cuisine stand-alone:

https://goo.gl/yGoyN1
(pojnts to bitbucket.org)

– As a fabfile
https://goo.gl/tW4vyO 
(points to Github.com)

• Documentation:
– Cuisine:

https://github.com/sebastien/cuisin
e

– Fabric:
http://www.fabfile.org/

– Ipython (interactive python):
http://ipython.org/

https://goo.gl/yGoyN1
https://goo.gl/tW4vyO
https://github.com/sebastien/cuisine
https://github.com/sebastien/cuisine
http://www.fabfile.org/
http://ipython.org/


Monitoring & Analysis

Mar  1 08:39:18 oc1163652161 kernel: input: ThinkPad Extra 
Buttons as /devices/platform/thinkpad_acpi/input/input15
Mar  1 08:39:18 oc1163652161 kernel: input: HDA Intel PCH Mic 
as /devices/pci0000:00/0000:00:1b.0/sound/card1/input16
Mar  1 08:39:18 oc1163652161 kernel: input: HDA Intel PCH 
Headphone as 
/devices/pci0000:00/0000:00:1b.0/sound/card1/input17
Mar  1 08:39:18 oc1163652161 kernel: e1000e 0000:00:19.0: 
eth0: registered PHC clock
Mar  1 08:39:18 oc1163652161 kernel: e1000e 0000:00:19.0: 
eth0: (PCI Express:2.5GT/s:Width x1) 54:ee:75:61:f9:87
Mar  1 08:39:18 oc1163652161 kernel: e1000e 0000:00:19.0: 
eth0: Intel(R) PRO/1000 Network Connection
Mar  1 08:39:18 oc1163652161 kernel: e1000e 0000:00:19.0: 
eth0: MAC: 11, PHY: 12, PBA No: 1000FF-0FF
Mar  1 08:39:18 oc1163652161 kernel: shpchp: Standard Hot 
Plug PCI Controller Driver version: 0.4
Mar  1 08:39:18 oc1163652161 kernel: ACPI Warning: SystemIO 
range 0x0000000000001828-0x000000000000182f conflicts 
with OpRegion 0x0000000000001800-0x000000000000187f (\
_SB_.PCI0.LPC_.PMIO) (20090903/utaddress-254)
Mar  1 08:39:18 oc1163652161 kernel: ACPI: If an ACPI driver is 
available for this device, you should use it instead of the native 
driver
Mar  1 08:39:18 oc1163652161 kernel: ACPI Warning: SystemIO 
range 0x0000000000000800-0x000000000000083f conflicts 
with OpRegion 0x0000000000000800-0x000000000000087f (\
_SB_.PCI0.LPC_.LPIO) (20090903/utaddress-254)

KVM for LinuxONE
Preinstalled:

– Nagios agent
– perf
– sadc 
– ….



sadc / sar 
• Characteristics: Very comprehensive, statistics data on device level
• Objective: Suitable for permanent system monitoring and detailed analysis
• Usage (recommended):

– monitor /usr/lib64/sa/sadc [-S XALL] [interval in sec] [outfile]
– View: sar -A -f [outfile]

• Package: RHEL: sysstat.s390x SLES: sysstat KVM: preinstalled
• Shows:

– CPU utilization
– Disk I/O overview and on device level
– Network I/O and errors on device level
– Memory usage/Swapping
– ... and much more
– Reports statistics data over time and creates average values for each item

• Hints
– sadc parameter “-S XALL” enables the gathering of further optional data
– Shared memory is listed under 'cache'
– [outfile] is a binary file, which contains all values. It is formatted using sar

• enables the creation of item specific reports, e.g. network only
• enables the specification of a start and end time  time of interest→ time of interest

● Setup before problems occur
● Create regularly plain text

report output
● Place output to /var/log/sar

  => will be included to 
while collecting support
data



SAR – example: CPU utilization



SAR – example: Disk I/O – per 
device



dbginfo.sh - Collecting data for 
support purposes

• Collects debugging information and system configuration
• dbginfo.sh script is required to run before rebooting the system
• dbginfo.sh script continues to run even on issues during data 

collection
• dbginfo.sh script mounts debugfs/s390dbf automatically to collect 

LinuxOne specific trace data
• Collecting the sysfs can take some time dependent on the number 

of devices being attached
• Running dbginfo.sh script requires 'enough' disk space under /tmp

• Check out:

http://www.ibm.com/developerworks/linux/linux390/s390-tools.html



dbginfo.sh – Example output



SAN

LinuxOne specific tools
LinuxOne - Rockhopper

Partition 1 , SLES12 ...

0180

70 30 31

0.0.daaa 0.0.daab

sda sdb sdc sdd

...

DM-1 DM-2
/ /app

0190

71

bond0

0.0.fe50 0.0.ff50

eth0 eth1

32

01e4 0230

31



LinuxOne specific tools – 
Which devices are visible?

LinuxOne - Rockhopper

Partition 1 , SLES12 ...

0180

70 30 31

0.0.daaa 0.0.daab

sda sdb sdc sdd

...

DM-1 DM-2
/ /app

0190

71

bond0

0.0.fe50 0.0.ff50

eth0 eth1

30

01e4 0230

31

# lscss
Device   Subchan.  DevType CU Type Use  PIM PAM POM  CHPIDs
----------------------------------------------------------------------
0.0.fe50 0.0.0009  1732/01 1731/01 yes  80  80  ff   70000000 00000000 
[..]
0.0.ff50 0.0.0015  1732/01 1731/01 yes  80  80  ff   71000000 00000000 
[..]
0.0.daaa 0.0.001c  1732/03 1731/03 yes  80  80  ff   30000000 00000000 
0.0.daab 0.0.001c  1732/03 1731/03 yes  80  80  ff   31000000 00000000 

# lszfcp
0.0.daaa host1
0.0.daab host2



SAN

LinuxOne specific tools – 
Network card details

LinuxOne - Rockhopper

Partition 1 , SLES12 ...

0180

70 30 31

0.0.daaa 0.0.daab

sda sdb sdc sdd

...

DM-1 DM-2
/ /app

0190

71

bond0

0.0.fe50 0.0.ff50

eth0 eth1

32

01e4 0230

31

# lsqeth eth0

Device name                  : eth0
-----------------------------------------------------------
        card_type            : OSD_1000
        cdev0                : 0.0.fe50
        cdev1                : 0.0.fe51
        cdev2                : 0.0.fe52
        chpid                : 70
        online               : 1
        portno               : 0
        state                : UP (LAN ONLINE)
        priority_queueing    : always queue 0
        buffer_count         : 64
        layer2               : 1
        isolation            : none



LinuxOne specific tools –
 SAN configuration

SAN

LinuxOne - Rockhopper

Partition 1 , SLES12 ...

30 31

0.0.daaa 0.0.daab

sda sdb sdc sdd

...

DM-1 DM-2
/ /app

32

01e4 0230

31

# multipath -l
LUN8093 (36005076305ffc1ae0000000000008093) dm-1 IBM     ,2107900         
size=15G features='1 queue_if_no_path' hwhandler='0' wp=rw
`-+- policy='service-time 0' prio=0 status=active
  |- 4:0:0:1083392128 sda 8:0  active undef running
  |- 5:0:0:1083392128 sdc 8:32 active undef running

LUN24ab (36005076305ffc1ae00000000000024ab) dm-2 IBM     ,2107900         
size=1000G features='1 queue_if_no_path' hwhandler='0' wp=rw
`-+- policy='service-time 0' prio=0 status=active
  |- 0:0:1:1084964900 sdb 8:16  active undef running
  |- 1:0:3:1084964900 sdd 8:48  active undef running

# lsluns 
Scanning for LUNs on adapter 0.0.daaa

at port 0x50050763050841ae:
0x4080409200000000
0x4080409300000000
0x4081409200000000
0x4081409300000000

Scanning for LUNs on adapter 0.0.daab
at port 0x50050763050341ae:

0x4080409200000000
0x4080409300000000
0x4081409200000000
0x4081409300000000



LinuxOne specific tools – 
further documentation

• Tools for change hardware configuration: chchp, chcpu, cio_ignore, 
qethconf …. 

• Find tool documentation in: “Device Drivers Features and Commands”
• http://www.ibm.com/developerworks/linux/linux390/documentation_dev.h

tml

http://www.ibm.com/developerworks/linux/linux390/documentation_dev.html
http://www.ibm.com/developerworks/linux/linux390/documentation_dev.html


“Debugging” network issues
LPAR – lp74

 

nagios

Lin001
1.x.x.001

nagios

Lin001
1.x.x.001

nagios

lins0000

172.16.160.170
10.30.72.10 .. x 100

OVS 10.30.72.0/22

172.16.161.7
4

E080 ? OSA OSA F500

macvtap
172.16.161.4
5

F400 F440 E300 E580 F500

bond74

LPAR – lp45

nagios

Lin001
1.x.x.001

nagios

Lin001
1.x.x.001

x 4

OVS 10.100.45.0/24

sl-g01

172.16.160.200
10.100.45.200
10.30.72.200

bond45

OVS 10.30.72.0/22

172.16.161.4
6

B100 B400 E380 E400 F500

bond74

LPAR – lp46

nagios

Lin001
1.x.x.001

nagios

Lin001
1.x.x.001

x 3

OVS 10.100.45.0/24

sl-g11

172.16.160.210
10.100.45.210
10.30.72.210

bond45

Ovsbr74 
10.30.72.2

Ovsbr74 
10.30.72.1

OVS 10.30.72.0/22

Ovsbr74 
10.30.72.3

1 GB 1 GB10 GB 10 GB1 GB

VM
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stress-ng

redhat
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ubuntu
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ubuntu
.216
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.214
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.215

VM

ubuntu
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redhat
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suse
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How to find out guest related 
interfaces...

$ virsh dumpxml guest01

$ virsh domiflist guest01

Interface  Type       Source     Model       MAC
-------------------------------------------------------
vnet0      network    default    virtio      52:54:00:07:c9:1a

      <alias name='virtio-disk0'/>
      <address type='ccw' cssid='0xfe' ssid='0x0' devno='0x0001'/>
    </disk>
   <interface type='network'>
      <mac address='52:54:00:07:c9:1a'/>
      <source network='default' bridge='virbr0'/>
      <target dev='vnet0'/>
      <model type='virtio'/>
      <alias name='net0'/>
      <address type='ccw' cssid='0xfe' ssid='0x0' devno='0x0000'/>
    </interface>



bridge-utils
$ brctl show

bridge name bridge id           STP enabled   interfaces
pan0        8000.000000000000       no
virbr0     8000.525400000452        yes          virbr0-nic
                                                 vnet0

open-vswitch 
# List available ovs bridges
$ ovs-vsctl list-br

ovsbr45
ovsbr74

# List connected interfaces
$ ovs-vsctl list-ports ovsbr45

bond45
vnet0
vnet2
vnet3
vnet5
vnet6
vnet8
vnet9

… and everything is wired up 
correctly.



TCPDump      or how to wiretap your network 
traffic!

• Characteristics: dumps network traffic to console/file
• Objective: analyze packets of applications manually
• Usage: “tcpdump ...”

– -i <interface>  to limit to a particular network interface
• Package: RHEL: tcpdump SLES: tcpdump  KVM: preinstalled

tcpdump host pserver1
tcpdump: verbose output suppressed, use -v or -vv for full protocol decode
listening on eth0, link-type EN10MB (Ethernet), capture size 65535 bytes
13:30:00.326581 IP pserver1.boeblingen.de.ibm.com.38620 > p10lp35.boeblingen.de.ibm.com.ssh: Flags [.], ack 3142, win
102, options [nop,nop,TS val 972996696 ecr 346994], length 0
13:30:00.338239 IP p10lp35.boeblingen.de.ibm.com.ssh > pserver1.boeblingen.de.ibm.com.38620: Flags [P.], seq 3142:3222,
ack 2262, win 2790, options [nop,nop,TS val 346996 ecr 972996696], length 80
13:30:00.375491 IP pserver1.boeblingen.de.ibm.com.38620 > p10lp35.boeblingen.de.ibm.com.ssh: Flags [.], ack 3222, win
102, options [nop,nop,TS val 972996709 ecr 346996], length 0
[...]
^C
31 packets captured
31 packets received by filter
0 packets dropped by kernel

• Not all devices support dumping packets in older distribution releases
– Also often no promiscuous mode

• Check flags or even content if your expectations are met
• -w flag exports captured unparsed data to a file for later analysis in 

libpcap format
– Also supported by wireshark

• Usually you have to know what you want to look for

# Capture all packets on vnet0
$ tcpdump -i vnet0



Simple AdHoc Webserver

• Small and simple way to test TCP based communication.
• Quickly exchanging files, or create an “adhoc repository” for 

testing purposes.
• !! Do not use for production !!
• !! Do not use for performance tests !!

• $ python2 -m SimpleHTTPServer <port>
python2  -m SimpleHTTPServer 8080

• $ python3 -m http.server <port>
python3 -m http.server 8080



KVM Host

qcow2 handling & Creating 
backups

Dedicated Disks

qcow2qcow2
qcow2

qcow2
qcow2

Is there a way to backup
them consistent on the 
Hypervisor?



qcow2 caveats  - sparse parts in 
image-files

• Sometimes qcow2 stores empty areas, which are zero-filled.
• These sparse areas do not occupy physical disk space, but still show the 

maximum virtual filesize
• This can be displayed using additional option flags.

– $ ls -s -lh
2.9G -rw-r--r--. 1 qemu qemu 7.9G Mar 14 17:16 qcow2.img

• One reason for this behavior can be 
– qcow2 create with: -o preallocation=metadata

• CLI tools need additional flags to work efficiently with that areas. If the tool 
encounters spare areas without the option set, it will copy the complete logical 
size instead of the used parts only.
– cp --sparse=auto
– rsync -S                   rsync --sparse 
– tar --spare 

879AAA

Real data

Logical size

879AAA
physically size



Shrink qcow2 image-files again

• Inside the guest-OS: if files are deleted, space is freed.
• On KVM, a qcow2 image can be reduced in filesize, 

when running a utility after the guest shutdown.

• The following example is a qcow2 image with one single 
filesystem & a ~500MB file, which was deleted after 
creation:

$ qemu-img convert   -O qcow2    big.qcow2      small.qcow2

$ ls -lsh
550M -rw-r--r--. 1 root root 550M Mar 14 18:32 big.qcow2
1.4M -rw-r--r--. 1 root root 1.4M Mar 14 18:33 small.qcow2



Backing up your VM with qcow2 
images using 

Online Forward Incremental 
Backup• Utility using shell, via libvirt/virsh & qemu-image

• OpenSource script:  https://github.com/dguerri/LibVirtKvm-scripts 

• Process is:
– Halt guest via guest-agent quickly, or does a “dump domain state”
– Create an incremental snapshot and change libvirt config
– Resume guest, which proceed working on snapshot file.

• Also function to merge incremental together to a full image again.

• Helpful for backup-strategy based on “last modified” or 

to create recovery points during patch-days.

https://github.com/dguerri/LibVirtKvm-scripts


Guest disk.qcow2 (R/W)

Guest
disk.qcow2 (R/O)

disk.bimg-<timestamp>
(R/W)

Guest disk.qcow2 (R/O)

disk.bimg-<timestamp>
(R/O)

disk.bimg-<timestamp2>
(R/W)

Creating incremental backups Consolidate again

Guest disk.qcow2 (R/O)

disk.bimg-<timestamp>
(R/O)

disk.bimg-<timestamp2>
(R/W)

fi-backup 1

fi-backup 2

fi-restore

Guest
disk.qcow2 (R/O)

disk.bimg-<timestamp>
(R/O)

disk.bimg-<timestamp2>
(R/O)

disk.bimg-<timestamp3>
(R/W)

Merged together  into                 

No writes
anymore

Complete
set

can be deleted

Backing up your VM with qcow2 
images using 

Online Forward Incremental Backup
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Backing up your qcow2 images II 
● Creates complete running guest backup and keeps n copies.
● More consistent then using “hot” LVM snapshots.
● Needed qcow2 files are identified using the virsh guest definition.
● Shell script & virsh

● Process:
1)Freezes VM for a couple of seconds & saves VM state.
2)Uses “blockcopy” feature of libvirt/qemu to create a full backup of qcow2 

disks.
3)Resume VM

● Article about technical background:
● http://soliton74.blogspot.de/2013/08/about-kvm-qcow2-live-backup.html

● Script location: https://goo.gl/mNZ1X6  ( points to gist.github.com )

http://soliton74.blogspot.de/2013/08/about-kvm-qcow2-live-backup.html
https://goo.gl/mNZ1X6


(unsupported by ccw mode) – 
Decrease qcow2 imagesize 

again
• https://pve.proxmox.com/wiki/Shrink_Qcow2_Disk_Files 
• https://chrisirwin.ca/posts/discard-with-kvm/
• Libivirtd configuration option needs to be added

– <driver name='qemu' type='qcow2' cache='writeback' discard='unmap'/>
• Configure your VMs themselves to discard unused data
• Manually run an fstrim to discard all the currently unused crufty 

storage you've collected on all applicable filesystems:
– sudo fstrim -a

• Going forward, you can either add 'discard' to the mount options in 
fstab, or use fstrim periodically. I opted for fstrim, as it has a 
systemd timer unit that can be scheduled:
– sudo systemctl enable fstrim.timer
– sudo systemctl start fstrim.timer

•

https://pve.proxmox.com/wiki/Shrink_Qcow2_Disk_Files
https://chrisirwin.ca/posts/discard-with-kvm/
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